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The proteins in each fraction undergo a process called trypsinization. They are denatured 

and digested with the protease trypsin into their constituent peptides.  Next these peptides 

are then subjected to strong cation exchange chromatography (SCX), which further 

separates the peptides on the property of basicity, producing on average 16 fractions for 

each SCX fraction. These steps simplify the mixture into fractions with similar physical 

properties and improve the ability of the mass spectrometer to analyze them. 

  The instrument analyzes sample fractions eluted on-line or directly from the 

chromatographer over a period of time. The sample is ionized into a gas-phase for yet 

one more separation, and then analyzed by the instrument. This generates MS/MS 

fragmentation spectra data. Figure 2 describes the steps involved in processing a sample 

(from left to right). This series of events generates all the proteins in the study and 

initiates the data lifecycle. Details of the laboratory preparation and experimental steps 

are an essential part of the database and can link any findings to the biological procedures 

in the lab. The following sections will discuss the initial protein sample processing in 

shotgun proteomics and how data is created in detail. 

 

Figure 2. A complete breakdown of the biological sample processing in the laboratory. 
1. Cell cultures grown from tissue and prepared for shotgun proteomic processing. 
2. Samples are separated by mass with size exclusion gel filtration. One sample yields 

13 size exclusion fractions of itself. 
3. Trypsinization of the size exclusion fractions are then subjected to strong cation 

exchange chromatography (SCX) and yields 16 SCX fractions each.  
4. An auto-sampler will submit the SCX factions to the Mass Spectrometer for the 
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final separation that happens while peptide is a gas. 

Shotgun Proteomics Data Propagation 

Each fraction is analyzed over seven overlapping mass ranges in the instrument. 

Called gas phase fractionation, this improves the ability of the mass spectrometer to 

analyze more of the peptides in the sample. The lower intensity ions, typically more 

difficult to detect, are sequenced more effectively with this method. The instrument will 

produce a file for each mass range analyzed. The grand total, now over 1450 binary data 

files, are created from one initial protein sample in shotgun proteomics (Resing, Meyer-

Arendt, Mendoza, et al., 2004). Figure 3 is a schematic breakdown of how the initial 

protein sample creates over 1450 data files. 

 

Figure 3. Data file propagation due to multidimensional chromatography and gas phase 
fractionation. 
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MS/MS Data Explained 

The term MS/MS is specific to tandem mass spectrometers and refers to the use of 

two mass analyzers in tandem to measure both a peptide’s unfragmented mass (mass-to-

charge ratio) and those peptides fragmented in the gas-phase. The resulting MS/MS 

serves as a unique fingerprint of the peptide, and can be used to identify the peptide in an 

unknown complex mixture.  A highly sensitive technique, these analyzers measure the 

different physical characteristics of the sample material, in this case peptide fragment 

ions generate MS/MS spectrum data, plotted as it relates to the time (seconds) the peptide 

fragments appeared in the instrument’s analyzer.  

Data Processing After the Instrument 

This data file or spectrum is the instrument’s raw output and must be interpreted 

carefully to gather information about the samples protein content. Proteomic mass 

spectrum can be correlated with known peptide repositories and information about the 

sample’s proteins can be gathered.  Using sophisticated search algorithms, the raw 

datasets are interrogated against a catalog of known protein sequences to determine the 

proteins present in the sample. This search strategy maps protein sequences to MS/MS 

spectra.  Figure 4 is a diagram of a single peptide fragment undergoing a process called 

protein inference. This is a process where software will assign the most likely protein 

assignment for the peptides observed in the data. The protein-centric approach matches 

the peptides directly to protein database entries and reports peptides within the context of 

proteins (Meyer-Arendt, 2011).  In a simple instance, the process is basically estimating 
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the protein content in sample fraction by constructing a probable list of amino acid and 

peptide sequences based on ion intensity detected by the instrument.  

 
Figure 4. MS/MS spectra and peptide sequence mapping with a protein identification. 

 

An alternative strategy for this process uses direct spectrum-to-spectrum matching 

against a reference library of previously observed MS/MS (Yen, 2008). This approach is 

limited by the small sizes of the available peptide MS/MS libraries and the inability to 

evaluate the rate of false assignments (Yen, 2008), but can be used to enhance analytics 

by estimating false positive rates. 

Using Protein Profiles to Understand Cancer 

Comparing diseased profiles to normal or less affected cell profiles and looking 

for differences in protein levels as the cancer grows can reveal clues about how the 

cancer progresses into more pervasive and dangerous forms. Researchers can characterize 

a stage of progression by the cell’s proteome. Using these profiles, the investigators are 

developing an unparalleled understanding of how cancer progresses at the cellular level 
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and mapping possible drug treatment targets to stop or inhibit it. The technology has 

proved critical in identifying new targets for therapeutic treatments and markers for early 

cancer detection (Resing, Meyer-Arendt, Mendoza, et al., 2004).  

Sequence Database Repositories 

Proteomic data processing workflows using software provided by the instrument’s 

manufacturer is based on traditional utilizations of that instrument. Users can correlate 

uninterrupted tandem mass spectra of peptides with amino acid sequences from known 

protein and nucleotide databases. These peptide sequence databases are available through 

various academic institutions, international scientific communities and government 

agencies. Figure 5 details a list of contributors maintaining popular sequence database 

repositories. Users can download peptide databases that are species specific or revisions 

of curated datasets maintained by bioinformatics institutes.  

 

 

The Gene Ontology Project  
A major bioinformatics initiative with the aim of standardizing 
the representation of gene and gene product attributes across 
species and databases (GO, 2011). 

 

NCBI Protein Databases 
 The Protein databases are a collection of sequences from 
several sources, including translations from annotated coding 
regions in GenBank, RefSeq and TPA, as well as records from 
SwissProt, PIR, PRF, and PDB (BLAST, 2011). 

 

UniProt  
A merger of the information contained in Swiss-Prot, TrEMBL 
and PIR to produce a comprehensive database. All entries are 
highly annotated, some manually (Swiss-Prot and PIR) whilst 
other in an automated fashion using sequence similarity to 
previously annotated proteins (Uniprot, 2011). 

 UniProtKB/Swiss-Prot 
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A high quality annotated and non-redundant protein sequence 
database, which brings together experimental results, computed 
features and scientific conclusions. UniProtKB/Swiss-Prot is 
the manually annotated and reviewed section of the UniProt 
Knowledgebase (Boutet. E., 2007). 

 

 

The PRoteomics IDEntifications Database 
A centralized, standards compliant, public data repository for 
proteomics data. Developed to provide the proteomics 
community with a public repository for protein and peptide 
identifications together with the evidence supporting these 
identifications (EMBL-EBI PRIDE, 2011).   

 

 

The Ensembl Group 
Consists of between 40 and 50 people, divided into a number of 
teams producing genome databases for vertebrates and other 
eukaryotic species, and making them freely available online 
(Ensembl, 2011). 

 

KEGG Pathway 
A collection of manually drawn pathway maps developed at the 
Kanehisa Laboratories at Kyoto University and the University 
of Tokyo (KEGG, 2011). 

 
 

OWL  
A non-redundant composite of 4 publicly-available primary 
sources: SWISS-PROT, PIR (1-3), GenBank (translation) and 
NRL-3D (DbBrowser,  2011). 

Figure 5. Organizations maintaining publicly available protein sequence database for 
proteomic studies. 

Sequence Database Format 

The FASTA file format is a common representation of the protein sequences 

database. Essentially a text file, they are considered known sequence repositories. The 

largest FASTA file now exceeds 40 GB. A sequence in FASTA format begins with a 

single-line description, followed by lines of sequence data (Blast & FASTA, 2011). The 

description line is distinguished from the sequence data by a greater-than (">") symbol in 

the first column. All lines in the file, description and sequences, must be shorter than 80 



Running head: EXPLORING INFORMATION TECHNOLOGIES TO SUPPORT 

SHOTGUN PROTEOMICS 

 

 

16 

characters in length. Figure 6 is the TVFV2E envelope protein sequence in FASTA 

format. 

 
Figure 6. An example of a protein sequence in FASTA format (NCBI Blast, 2011). 

Sequence Data Standards 

Sequence databases represent the amino acid and nucleic acid codes according to 

the International Union of Biochemistry (IUB) and the International Union of Pure and 

Applied Chemistry’s (IUPAC) standards. Based on the best evidence at the time, these 

protein sequence lists are in a constant state of flux. As proteomic discoveries are made 

and published, the FASTA files are revised, typically in versions. This fact adds another 

layer of complexity to proteomic datasets logically, as it relates to the FASTA file 

versions and time. Experiment results are often reanalyzed, as new releases of the 

FASTA files are available. Proteomic databases thus rely heavily on version annotation. 

Chapter Three: Challenges in Human Proteomics Studies 

Researchers at the University of Colorado Central Analytical Facility have 

developed novel techniques for studying the mammalian proteome and processing the 

resulting data. One of their goals is the global protein characterization of melanoma cell 
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lines to determine the molecular mechanisms of cancer progression and metastasis. They 

have discovered, like many others creating proteomic data, that the available software 

and conventional workflows in data analysis do not provide adequate throughput and data 

analysis sophistication needed for their studies (Resing, Meyer-Arendt, Mendoza, et al., 

2004). Most of the analysis and sample processing software commercially available is not 

designed to handle the volume and complexity of this proteomic data.  

In addition, the sheer magnitude of mammalian proteomes presents a difficult 

problem for proteomic profiling when compared to that of a simple mixture. The human 

proteome contains more than 12,000 proteins compared to 5,000 proteins of baker’s 

yeast, Saccaromyces cerevesiae. Furthermore, more of the proteome contains 

homologous or similar proteins, which exist in concentrations varying over at least 12 

orders of magnitude. This presents many more challenges for detecting and quantifying 

the proteome.  

 Shotgun proteomic techniques coupled with advancements in instrumentation 

have created a critical demand for robust and sophisticated information systems. Not only 

to manage the data throughout the experiment lifecycle, but also to facilitate adequate 

analysis of the data sets.  Proteomic datasets are accompanied by the metadata that 

described details about the logical production and processing of the data itself. To 

understand an analysis, perform comparisons between datasets, or derive statistics from 

their aggregation, it is crucial to understand both the biological and the methodological 

contexts (MIAPE, 2011), much of which is captured in the metadata. 
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The following chapters will include a discussion about a database system 

approach for bridging the gap between proteomic data production and the comprehensive 

analysis developed at the Central Analytical Facility in Colorado. The sample processing, 

design, planning, and implementation of their automated system and Oracle database will 

be discussed. Additionally key technologies from off the shelf solutions will reflect 

leading industry interests and product developments.  

Chapter Four: Data Processing In Shotgun Proteomics 

Understanding the series of events that creates the data in the system leads to the 

comprehensive understanding of the laboratory’s internal processes. Mass Spectrometers 

dedicated to proteomics and peptide analysis go through different configurations as each 

project or experiment is analyzed.  Each instrument technique may require slightly 

different, to completely different settings. Scheduling machine time so projects with the 

same instrument configuration proceed in sequence is ideal. This adds consistency to 

instrument sensitivity and usually leads to better data sets.  The instrument 

reconfiguration typically requires device calibrations and in some cases special 

instrument interface hardware to be installed. This process takes time as the mass 

spectrometer is reconfigured, conditioned and tuned for the different methods. The 

system’s fine-tuning and adjustment to achieve the highest sensitivity is an art, time 

consuming, and normally minimized. 
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Data at the Instrument 

Capturing details about the instrument itself is where the data lifecycle actually 

starts. Data about the instrument’s configuration and operating environment add value to 

the proteomic dataset. It enables an understanding of how the data was acquired and is 

the first important piece in the database design. Often over looked, this information is key 

to understanding laboratory processing logic and developing management strategies for 

scheduling instrument time.  

Data products from the instruments are processed with software that interprets the 

file’s spectra, sequences the peptides present, then searches known protein sequence 

databases for those peptides. The algorithmic matching of observed peptides with known 

peptides results in probabilistically scored protein identifications. Protein identifications 

using two or more search engines are preferred as this strengthens data evidence.  Figure 

7 is a list of the major protein search algorithm contributors and their product’s 

description.  

Detailing the design and data system in the following chapters will focus on 

TheromoElectrons, TurboSequest and Matrix Science’s Mascot products.  These products 

were some of the first on the market and considered by many as the unofficial standard.  

 

 

TurboSequest 
SEQUEST is the most widely used software tool for 
identifying proteins in complex mixtures. It is a 
mature, robust program that identifies peptides 
directly from uninterrupted tandem mass spectra. 
TurboSequest provides a Windows-based graphical 
user interface for running SEQUEST and interpreting 
results (Lundgren DH et al., 2005). 
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Mascot 
Mascot is a powerful search engine that uses mass 
spectrometry data to identify proteins from primary 
sequence databases. The experimental mass values 
are compared with calculated peptide mass or 
fragment ion mass values, obtained by applying 
cleavage rules to the entries in a comprehensive 
primary sequence database. By using an appropriate 
scoring algorithm, the closest match or matches can 
be identified (Matrix Science., 2011). 
 

 

X! Tandem  
X! Tandem open source is software that can match 
tandem mass spectra with peptide sequences. This 
software has a very simple, sophisticated application 
programming interface (API): it simply takes an 
XML file of instructions on its command line, and 
outputs the results into an XML file. This format is 
used for the entire X! series search engines, as well as 
the GPM and GPMDB (X! Tandem, 2011). 
 

 

OMSSA 
The Open Mass Spectrometry Search Algorithm 
[OMSSA] is an efficient search engine for identifying 
MS/MS peptide spectra by searching libraries of 
known protein sequences. OMSSA scores significant 
hits with a probability score developed using classical 
hypothesis testing. The same statistical method used 
in BLAST (OMSSA, 2011). 
 

 

 

Andromeda 
A peptide search engine using a probabilistic scoring 
model. On proteome data, Andromeda performs as 
well as Mascot, a widely used commercial search 
engine, as judged by sensitivity and specificity 
analysis based on target decoy searches. It can handle 
data with arbitrarily high fragment mass accuracy. It 
is able to assign and score complex patterns of post-
translational modifications, such as highly 
phosphorylated peptides, and accommodates 
extremely large databases (Cox, J. et al., 2011). 
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BiblioSpec  
A suite of software tools for creating and searching 
MS/MS peptide spectrum libraries BiblioSpec 2.0 
stores spectrum libraries as sqlite3 files and freely 
available under the BSD license (BiblioSpec 2011). 

 

Figure 7. Industry leaders in protein search engines.      

Protein Inference Variables 

Protein inference uses different software parameters and variables configured 

depending on the experiment and search engine. Each dataset has a set of attributes that 

specifically describes the data itself. The metadata (data about data), also called 

metacontent, is critical for performing comparisons between datasets. In an automated 

system, metadata is collected about every process event as the data flows from the 

instrument to the database.  

Entity Relationship Diagrams (ERD) 

Creating a data flow diagram and entity relationship diagram assists the Database 

developer to design normalized tables for both the result data and metadata produced in 

the system. The diagrams are tools to help conceptualize the process and code the 

database structures to efficiently accommodate the data. Figure 8 illustrates the 

TurboSequest dataflow Entity Relationship Diagram.  The original Graphic User 

Interface (GUI) from the manufacturer’s software parameters are used to identify the 

critical program variables. The parameters for invoking this package can be passed 

directly to the software with an OS batch file at the command line (discussed later in this 

chapter). 
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Capturing this information insures consistent processing and a complete history of 

the data. Information about the biological sample, processing workflow and the analysis 

methods used to create the experiment’s results are critical pieces in the system. A logical 

mapping of these data elements and an idea of how the database table attributes should be 

defined are drawn from the diagram. 

 

Figure 8. A complete view on the dataflow in TurboSequest process in an Entity Relationship 
Diagram with GUI forms and metadata. 
 

Using Design to Create Structure 

  Defining the specific entities in the dataflow conceptually helps create the 

database structure. Each entity has attributes that describe it and relationships connecting 

it in the system. In figure 8, the Metadata appears in the yellow windows and occurs after 
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every process. Metadata is an important component in proteomic information systems. It 

assists in creating data management strategies, quality control, and projecting storage 

utilization. 

Storing protein identification data in a relational database leverages time tested 

Relational Database Management System (RDBMS) technologies as well as enhances 

informatics and collaborative computing opportunities. The Structured Query Language 

(SQL), management features like backup recovery tools, SQL based software, and direct 

connectivity options make relational database systems ideal for proteomic data 

warehouses. Software developers can leverage the database logic, packages, views and 

functions to quickly prototype novel code or algorithm ideas. This architecture minimizes 

file handling by enabling users to connect directly to filtered datasets in the database. 

Mapping to the original files stored in a archived location and having only significant 

data, the best data statistically on hand in the database, conserves expensive fast-read 

disk resources and adds a level of efficiency to the informatics.    

Creating different file formats like mzXML or mzML (discussed later), and 

producing subsets or super sets of the data, statistically filtered data sets, can be done 

using simple queries over multiple experiments. Database direct port connection via 

ODBC or JDBC will connect other analytical applications like SpotFire or R, and even 

Spreadsheets like Excel or CALC for users in the lab. Most of the protein search engine 

packages available do not support direct database connectivity. Those that do support 

direct connections take on more of a data pipeline characteristic; a custom tailored data 

processing for the specific method or analysis, covered later in the paper. 
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From Flat File to Relational Database 

  Creating software that will convert output data into rows in a database has many 

labs writing custom scripts in Perl or Python to process data from the search engines 

output to a database. These scripts are used to capture both the information about the 

result file for example, the file’s creation date, file size, file location, and the pertinent 

result data (experiment data) in the file. Commonly called file parsers, these scripts 

ingest the file’s information into relational tables. Figure 9 highlights conceptually the 

data taken from each file. Text is ingested into tables by the file parser that converts lines 

from a ThermoElectron .OUT file into rows in an Oracle database while reporting the 

file’s metadata. 

 

Figure 9. Perl code to parse an .OUT file to relational database tables. 
 

Each output file format requires its own logic and parser code. This particular 

parser takes the top two ranked matches in the TurboSequest identifications. The Perl 

script utilizes the Perl database interface (DBI) to input the data directly into the database 
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tables. From here the .OUT can be compressed and archived to slow media, its filtered 

contents available via the database which resides on faster disk resources.  

Each instrument vendor has a proprietary data format and analysis method. File 

parsers are created for the specific data types, but must stay agile, as they require updates 

when the output formats change with different versions of the vendor instrument’s 

software. Comparing the search results and correlating the top hits with other software 

packages is difficult to impossible with vendor analysis tools alone. Collaboration on 

datasets, comparing between search engines, and comprehensive analysis requires 

additional 3rd party software or custom information systems. 

Automation and SmartJobs 

Enabling automatic proteomic data processing simply stated is, orchestrating the 

essential technologies of the dataflow at the command line. This logic sidesteps the 

traditional workflow. Only utilizing the required underlying proprietary code, such as the 

protein search algorithms in the dataflow, has facilitated the freedom to create a novel 

automated high-throughput approach. Representing the complete proteomic dataset in 

relational tables enables process optimization and enhances informatics by minimizing 

file handling.  

Jobs in the form of batch files are created based on specific parameters assigned 

by the database with Perl scripts. These Perl scripts direct file traffic and assigned search 

engine jobs to the processing nodes. The jobs are preconfigured, called SmartJobs; they 

essentially represent the automation logic and mechanism. Although Perl scripts create 
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the SmartJobs, their configuration is dictated by the database. That is, the instructions 

needed to form the smart jobs are not hard-coded in the scripts; rather the Perl scripts 

reference the parameters from the database for each job. This enables the logic that 

dictates sample processing and resource allocation to be managed at the database level.  

Figure 10 is an example of a SmartJob used to process TurboSequest data on processing 

nodes running the Windows OS. 

 
 

Figure 10. A SmartJob or batch file DOS (Windows), created by a Perl script to process 
data. This Smart job is configured to make a directory and pull (copy) data from a 
centralized repository to a processing node (BELLES), then run TurboSequest with a 
specific FASTA file and parameters. After the search engine completes it then copy the 
output (.OUT) to an archive location. Comments are annotated with REM##. 
 



Running head: EXPLORING INFORMATION TECHNOLOGIES TO SUPPORT 

SHOTGUN PROTEOMICS 

 

 

27 

The lab’s logic requires a high level of confidence with two or more search engine 

results in the protein identifications to publish their findings. Essentially these search 

engines generate the same type of data in different formats using their own flavor of 

technologies (Java, C#).  This requires database tables and automation scripts specifically 

designed for processing, storing and comparing results between the different search 

engines. 

Chapter Five: Database Design for Proteomics 

Metadata contributes to the sample processing management logic. Load 

balancing, quality control and scheduling of the instruments are all measurable using this 

repository.  The experiment result data also resides in the database. Working copies of the 

production data is delivered with the speed and efficiency of a RDBMS. The next 

sections discuss how database technology can benefit proteomic data processing and 

details the design of the Oracle database to support TurboSequest results. 

A Peptide-centric Homogeneous Database 

The file parsers capture flat files information into relational tables from the 

different search engines. Once in the data repository the data takes on homogeneous 

characteristics. This enables code development in analytics and data management 

capacities to increase. Optimizing protein search algorithms, writing software for 

reducing the false positive and false negative frequencies, maximizing reproducibility, 

and generating statistically filtered datasets in multiple formats are common uses of this 

database. A peptide-centric database provides a concise data repository for analytical 
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software development. Having a normalized, indexed repository of proteomic data is the 

return on the investment and the top requirement for the system developer.  

Design of the database is done by analyzing the relationships that exist in the 

dataflow between the major processes then defining a table structure for each entity. 

Creating a series of scripts that populate the tables and defining logic to systematically 

storing the instrument data files in a data warehouse completes the automation steps. The 

dissemination of this data enables the development of analysis logic that supersedes a 

single flavor of protein search engine or file format. The entire industry is moving 

towards using multiple protein search engines for each dataset to identify validate and 

compare results.  

Bioinformatics and search algorithm development benefits tremendously from 

having well studied datasets to compare baseline results. Standard datasets in an 

annotated repository are a strong foundation for comprehensive analytics software 

development. Using known mixtures of protein samples to test instrument sensitivity and 

having well studied datasets to test an algorithm’s effectiveness enhances the lab’s 

analytics. Developers can leverage this platform with application frameworks to construct 

experiment datasets for algorithm development.  Data management user interfaces and 

software languages like Perl, PHP, Ruby, PL/SQL, and Python are just a handful of the 

tools one can utilize to connect directly to the database. A database platform provides a 

high level of accommodations for creating management and analytical source code. 
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TurboSequest Tables Structure 

The schema in Figure 11 represents the working TurboSequest database tables 

used in 2003 for proteomic processing. The data in the database is normalized and 

organized into tables to minimize redundancy. The schema was developed for processing 

ThermoElectron LCQ™ Classic, Quadrupole Ion-Trap Mass Spectrometer data with their 

TurboSequest protein search engine.  Most of the table specific attributes have been 

omitted from the diagram so that we can focus on the relationships and logic of the 

design based on the Entity Relationship Diagram (ERD) of the process (see Figure 8). 

 
Figure 11. Database relationships schema of the TurboSequest Processing. 

 


